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Formal Semantics and Compositionality

• It is well known that linguistic structures are compositional, in
that simpler elements are combined to form more complex ones

• It is through the compositional quality of the phrase that
meaning and a cognitive reference are formed



Logic-based frameworks in Formal Semantics
(Montague, 1974)

• Premise: No theoretically relevant difference between artificial
(formal) and natural (human) languages

• Logical structures of natural languages by means of universal
algebra and mathematical (formal) logic

• every white cat is asleep
• ∀x[[white′(x) ∧ cat′(x)]→ asleep′(x)]

• Parallel to a syntactic system in which simple structures are put
together into complex structures (e.g. Categorical grammar)

• complex meanings are also constructed from simple meanings
• corresponding to Frege’s Principle of Compositionality

• Note: This study is not necessarily interested in cognitive
aspects, but an elegant and simple mathematical framework for
natural language
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Principle of Compositionality
(Frege, 1884)

The whole meaning of a phrase can be described according to the
functional interdependency of the meanings of its well-formed parts.
1. red manatee
2. fake gun (not a gun)
3. the horse ran vs. the color ran

Frege (1884) cautions never to ask for the meaning of a word in
isolation but only in the context of a statement



Principle of Compositionality
(Partee, 1995)

Partee (1995) refines the principle further by taking into account the
role of syntax
• The meaning of the whole is a function of the meaning of the
parts and of the way they are syntactically combined

• In other words, each syntactic operation of a formal language
should have a corresponding semantic operation

• Examples from Landauer et al. (1997)
1. It was not the sales manager who hit the bottle that day, but the

office worker with the serious drinking problem.

2. That day the office manager, who was drinking, hit the problem
sales worker with the bottle, but it was not serious.



A question of degree

Compositionality is a matter of degree rather than a binary notion,
since linguistic structures range across. . .
• Fully compositional, such as black hair

• clear sense of set intersection

• Partly compositional: syntactically fixed expressions, such as
take advantage, in which the constituents can still be assigned
separate meaning

• Non-compositional phrases, such as kick the bucket, or
multiword expressions, such as by and large whose meaning
cannot be distributed across their constituents.

(Nunberg, Sag, & Wasow, 1994)



Word Space



From words to phrases



The “infinity” of sentence meaning

(Credit: Marco Baroni)



Vectors are too “small”

“You can’t cram the meaning of a whole %&!$# sentence into a single
$&!# vector!” (Ray Mooney)



Sentence vectors?

• A fixed-size vector can’t hold enough information (languages are
infinite)

• are languages really infinite? (not in practice, and maybe not in
theory1)

• the sentence vector could be a structured object (e.g. density
matrix)

• the sentence space doesn’t have to solve all of semantics
(necessarily)

• (and wouldn’t this argument apply to lexical semantics as well?)

• What about (formal) semantics?
• compositionality, inference, logical operators, quantification, . . .

1Recursion and the Infinitude Claim (Pullum and Scholz, 2010)
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Element-wise operations on word vectors: Addition

black 0.34 0.64 . . . -0.06 . . .

+

cat 0.15 0.29 . . . -0.03 . . .

=

black
+ cat 0.49 0.93 . . . -0.09 . . .



Element-wise operations on word vectors: Multiplication

black 0.34 0.64 . . . -0.06 . . .

�

cat 0.15 0.29 . . . -0.03 . . .

=

black
� cat 0.05 0.19 . . . -0.002 . . .



Class Discussion: Pros and Cons?



A functional approach to composition in DS
Baroni & Zamparelli EMNLP 2010, Baroni et al. LILT 2014, Paperno et al. ACL 2014

See also Coecke et al. LA 2010, Socher et al. EMNLP 2012

• Composition carried out by words that operate as functions on
the representation of their input arguments

• Atomic arguments (nouns) are vectors, one-argument functions
(e.g., adjectives, intransitive verbs) are matrices, function
application is matrix-by-vector multiplication

• Approach generalizes to multiple-argument functions (e.g.,
transitive verbs) through the tools of multi-linear algebra

• Efficient methods to induce function representations from natural
data (training corpus) in an unsupervised manner

(Marco Baroni, Bridging Neural Mechanisms and Cognition, 2015)
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General estimation of composition
Dinu, Pham & Baroni 2013; also: Guevara 2010, Baroni & Zamparelli 2010

• Use (reasonably frequent) corpus-extracted phrase vectors to
learn the parameters of composition functions:

(Marco Baroni, DEcompositional distributional semantics, 2014)



The linear Full Additive composition model
Guevara GEMS 2010, Zanzotto et al. COLING 2010

• Given two word vectors −→u and −→v in syntactic relation R
compute phrase vector −→p

−→p = AR
−→u = BR

−→v = [AR,BR]

[−→u
−→v

]
• Parameters: syntax-dependent matrices AR and BR

• General estimation from corpus-extracted phrase and word
vectors as least-squares regression problem:

argmin
AR,BR

‖P− [AR,BR]

[
U
V

]
‖2

(Marco Baroni, DEcompositional distributional semantics, 2014)



Composition in Neural Models
Socher et al. (2012, 2013)

• assigning a vector and a matrix to every word
• learning an input-specific, nonlinear, compositional function for
computing vector and matrix representations for multi-word
sequences of any syntactic type



Functional composition in morphology
Lazaridou et al. ACL 2013, Marelli & Baroni PsychRev 2015

word nearest neighbors
carve.er potter, engraver, goldsmith
broil.er oven, stove, cooking, kebab, done

column arch, pillar, bracket, numeric
column.ist publicist, journalist, correspondent

industry.al environmental, land-use, agriculture
industry.ous frugal, studious, hard-working

nervous anxious, excitability, panicky
nerve.ous bronchial, nasal, intestinal



Phrase similarity data
Mitchell & Lapata (2008, 2010), Grefenstette and Sadrzadeh (2011)

AN national government cold air 1
new information further evidence 6

NN environment secretary party leader 5
telephone number future development 2

VO offer support provide help 7
fight war win battle 5

SV fire glows fire burns 6
face glows face burns 1
discussion stray discussion digresses 7
child strays child digresses 2

SVO table shows result table expresses result 7
map shows location map expresses location 1

Similarity intuitions (often) affected by verb-argument interactions
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Results

Rank correlation (ρ) with subject scores

SV SVO
Verb only 0.06 0.08
Vector addition 0.13 0.12
Functional approach 0.23 0.32
Human 0.40 0.62

(Marco Baroni, Bridging Neural Mechanisms and Cognition, 2015)



Sentence Similarity Data

• Semantic Textual Similarity (STS) datasets from SEMEVAL

• MSR Par dataset (1,500 pairs):
• The fines are part of failed Republican efforts to force or entice

the Democrats to return.

• Perry said he backs the Senates efforts, including fines, to force
the Democrats to return. 2.8

• The bill says that a woman who undergoes such an abortion
couldn’t be prosecuted.

• A woman who underwent such an abortion could not be
prosecuted under the bill. 5.0



SICK: the Turing Test of compositional semantics
Marelli et al. 2014, 10K sentence pairs

sentence pair relatedness entailment
two men are taking a break from a trip
on a snowy road
two men are taking a break from a trip
on a road covered by snow

4.9 A entails B

the girl is spraying the plants with water
the girl is watering the plants 4.6 A entails B

the turtle is following the fish
the fish is following the turtle 3.8 A contradicts B

the girl is spraying the plants with water
the boy is spraying the plants with water 3.4 neutral

masked people are looking in the same
direction in a forest
a little girl is looking at a woman in costume

1.3 neutral



SICK Performance
Marelli et al. 2014

• Entailment: evaluated through classification accuracy wrt
majority annotation

• Relatedness: evaluated through Pearson r with averaged subject
rating

Model relatedness entailment
Majority baseline na 57%
Vector addition 0.70 74%
Functional approach 0.57 72%

(Marco Baroni, Bridging Neural Mechanisms and Cognition, 2015)



What’s going on?

• Word order is largely redundant

• Proportion of times a word sequence appears in more thanone
order in the British National Corpus (100M words ofwritten and
spoken English): 0.1%

• (Counting only sequences that form full sentences)

• Even in these cases, meaning is rarely deeply affected:
• however this is not the case
his however is not the case

• yesterday Mr. Andrews said it will never go away
Mr. Andrews said yesterday it will never go away

• no thank you I’m fine
no I’m fine thank you

(Marco Baroni, Bridging Neural Mechanisms and Cognition, 2015)



What’s going on?

Context-based representations might capture typical syntactic roles of
words

Every boy in the country will be kicking a soccer ball about.

A man and a boy were kicking a football through the foot-high grass.

The boys were kicking a cheap rubber ball.

The only variation was during the first ten days, when players
were not allowed to kick a ball.

After a few laps of the track we could kick a ball about or even have
a go at throwing a javelin.

(Marco Baroni, Bridging Neural Mechanisms and Cognition, 2015)



Popular tasks and core sentence meaning

1. Paraphrasing
A woman cuts up broccoli.
A woman is cutting broccoli.

A woman is slipping in the water-tub.
A woman is lying in a raft.

2. Sentiment analysis

3. Question Answering

4. Entailment (RTE4, SICK)

5. Modeling relations between sentences



Assignment: Start composing!

• Get to know the DISSECT toolkit2 (python)
• Install the toolkit (link in course website)

• Follow the tutorial on course website to become familiar with
composition functions

• Complete assignment posted online (tbp)

2G. Dinu, N. The Pham, and M. Baroni.2013. DISSECT: DIStributional
SEmantics Composition Toolkit. In Proceedings of the System Demonstrations of
ACL 2013, Sofia, Bulgaria.



Assignment: Readings
• Background Readings

• Baroni et al. (2014). Don’t count, predict! A systematic comparison of
context-counting vs. context-predicting semantic vector

• Mikolov et al. (2013). Efficient Estimation of Word Representations in
Vector Space

• Mikolov et al. (2013). Linguistic Regularities in Continuous Space
Word Representations

• Levy et al. (2015) Improving Distributional Similarity with Lessons
Learned from Word Embeddings

• Readings
• Socher et al. (2012). Semantic Compositionality through Recursive

Matrix-Vector Spaces (Slides)
• Levy & Goldberg (2014, CoNLL best paper) Linguistic Regularities in

Sparse and Explicit Word Representations (Slides)
• Moritz Hermann & Blunsom (2014, ACL). Multilingual Models for

Compositional Distributed Semantics (Slides)
• Faruqui et al. (2015, best paper at NAACL). Retrofitting Word Vectors

to Semantic Lexicons
• Norouzi et al. (2014, ICLR) Zero-Shot Learning by Convex

Combination of Semantic Embeddings (Slides)



Thanks, see you in next week!
https://www.vecchi.com/eva/teaching/modelingmeaning.html

https://www.vecchi.com/eva/teaching/modelingmeaning.html

